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Abstract— We introduce WRP-Lite, which is a table-driven routing protocol that
uses non-optimal routes, and compare its performance with the performance of the
dynamic source routing (DSR) protocol, which is an on-demand routing protocol for
wireless ad-hoc networks. We evaluate the performance of WRP-Lite and DSR for
varying degree of mobility and traffic in a 20-node network. The performance param-
eters are end-to-end delay, control overhead, percentage of packets delivered, and hop
distribution. We show that WRP-Lite has much better delay and hop performance
while having comparable overhead to DSR.

I. INTRODUCTION

Ad-hoc networks (or multi-hop packet-radio networks) consist of
mobile hosts interconnected by routers that can also move. Consid-
erable work has been done in the development of routing protocols for
ad-hoc networks, starting from the seventies with work on the DARPA
PRNET and SURAN projects [5], [17], [12]. In recent years, the in-
terest in ad-hoc networks has grown due to the availability of wireless
communication devices that work in the ISM bands in the U.S.

Routing for ad-hoc networks can be classified in two main types:
table-driven and on-demand. Table driven routing attempts to main-
tain consistent information about the path from each node to every
other node in the network. The Destination-Sequenced Distance-Vector
Routing (DSDV) protocol is a table driven algorithm that modifies
the Bellman-Ford routing algorithm to include timestamps that prevent
loop-formation [15]. The Wireless Routing Protocol (WRP) is a dis-
tance vector routing protocol which belongs to the class of path-finding
algorithms that exchange second-to-last hop to destinations in addition
to distances to destinations [13]. This extra information helps remove
the “counting-to-infinity” problem that most distance vector routing al-
gorithms suffer from. It also speeds up route convergence when a link
failure occurs.

On-demand routing protocols were designed with the aim of reduc-
ing control overhead, thus increasing bandwidth and conserving power
at the mobile stations. These protocols limit the amount of bandwidth
consumed by maintaining routes to only those destinations for which
a source has data traffic. Therefore, the routing is source-initiated as
opposed to table-driven routing protocols that are destination initiated.
There are several recent examples of this approach (e.g., AODV [16],
ABR [20], DSR [10], TORA [14], SSA [4], ZRP [9]) and the routing
protocols differ on the specific mechanisms used to disseminate flood-
search packets and their responses, cache the information heard from
other nodes’ searches, determine the cost of a link, and determine the
existence of a neighbor. However, all the on-demand routing proposals
use flood search messages that either: (a) give sources the entire paths
to destinations, which are then used in source-routed data packets (e.g.,
DSR); or (b) provide only the distances and next hops to destinations,
validating them with sequence numbers (e.g., AODV) or time stamps
(e.g., TORA).

Several studies have been published comparing the performance of
the above routing protocols using different simulators, mobility mod-
els and performance metrics. One of the first comprehensive studies
was done by the Monarch project of CMU, the results of which are pre-
sented in [2]. This study compared DSDV, AODV, DSR and TORA and
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introduced some standard metrics that may be used in further studies of
wireless routing protocols. A paper by Das et al. [6] compares a larger
number of protocols. However, link level details and MAC interference
are not modelled. This may not give an adequate reflection of the de-
lays suffered by packets that are made to wait while the MAC protocol
acquires the channel. It also does not reflect how high data traffic rate
may interfere with routing protocol convergence. Another recent study
[3] compares the same protocols as the work by Broch, et al.[2]. This
study used specific scenarios to test the protocol behavior. Based on
their results, all of these papers conclude that on-demand routing pro-
tocols perform better than table-driven routing protocols. However, all
the table-driven routing protocols tested use the optimum routing ap-
proach. In other words, these protocols try to maintain shortest paths
at all times. A consequence of maintaining shortest paths is that if the
topology of the network changes rapidly, the control overhead increases
dramatically. In this paper, we show that relaxing the requirement for
shortest paths in a table driven routing protocol can lead to solutions
whose performance is equivalent or even better than the performance
of on-demand routing approaches. Our goal is to design a table-driven
distance-vector routing protocol that uses the same constraints used in
on-demand routing protocols, i.e. paths are used as long as they are
valid and updates are only sent when a path becomes invalid. To this
end, we adapt WRP, to provide non-optimum routing and we call the
resulting protocol WRP-Lite. The reason why prior table-driven rout-
ing protocols have been unable to perform non-optimum routing is that
these protocols have used either distances to destinations or topology
maps to predict paths to destinations. None of these techniques allow
a router to discern if the path picked by it conflicts with its neighbors,
resulting in “counting to infinity” problems. Consequently, these proto-
cols have to send updates in order to avoid loops, and the best that can
be done is that the updates are sent periodically. However, in WRP-Lite,
the paths used by neighbors are maintained and this allows the design of
a distance-vector protocol with non-optimum routing and event-driven
updates, resulting in reduced control overhead.

Section II presents a brief description of WRP-Lite, and illustrates
the key aspects of difference between WRP and WRP-Lite. Section III,
presents simulations that compare the performance of WRP-Lite and
DSR in random mobility scenarios. We chose DSR, because DSR has
been shown to outperform other on-demand routing algorithms in pre-
vious studies [2], [3]. Finally, Section IV, presents our conclusions.

II. PROTOCOL DESCRIPTION

A. Network Model

A network is modelled as an undirected graph
���������
	

which can
have partitions.

�
is the number of nodes in the network and

�
is

the number of links in the network. A node principally consists of a
router, which may be physically attached to multiple IP hosts (or IP-
addressable devices). Instead of having interface identifiers, a router
has a single node identifier, which helps the routing and other appli-
cation protocols identify it. In a wireless network, a node has radio
connectivity with multiple nodes using a single physical radio link. Ac-
cordingly, we map a physical broadcast link connecting a node and its
multiple neighbors into point-to-point links between the node and its
neighbors. Each link has a positive cost associated with it. If a link
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fails, its cost is set to infinity. A node failure is modelled as all links
incident on the node getting set to infinity.

For the purpose of routing table updating, a node � considers a node�
as its neighbor if it hears update messages from node

�
. Node

�
is

no longer node � ’s neighbor when node � cannot send data packets to
it.

Routing messages are broadcast unreliably and the protocol assumes
that routing packets may be lost due to changes in link connectivity,
fading or jamming. A neighbor protocol is used that brings up a link
when it hears sufficient number of packets from a neighbor. The link is
brought down when a unicast data packet can no longer be sent to the
neighbor despite retransmissions at the link layer. The functionality of
such a neighbor protocol can be easily added onto a MAC protocol like
(e.g., IEEE802.11), TDMA, or any of the various dynamic scheduling
MAC protocols proposed recently [18], [11] without requiring addi-
tional network-level control packets.

B. Routing Structures maintained

The routing structures maintained in WRP-Lite are a subset of those
maintained by WRP, i.e, a routing table and a distance table. Since
messages are assumed to be transmitted unreliably, no message retrans-
mission list is required. WRP-Lite also does not maintain any packet
buffer for data packets waiting for routes. Packets are sent if there is a
valid route and they are dropped if there is no valid path at the moment
of arrival.

The routing table at router � contains entries for all known destina-
tions. Each entry consists of the destination identifier � , the successor
to that destination ���� , the second-to-last-hop to the destination �	�� , the
distance to the destination 
 �� and a route tag ���� �� . When the element
���� �� is set to ������������� , it implies a loop-free finite value route. When it
is set to ������� , it implies that the route still has to be checked and when it
is set to ��������� , an infinite metric route or a route with a loop is implied.

The distance table at router � is a matrix containing, for each known
neighbor � and each destination � , the distance value of the route from
� to � through � , 
 ��! and the second-to-last hop � ��� on that route. 
 ��! 
is always set equal to "#


 �%$ � � , where "&

 � is the distance reported

by � to � in the last routing message and � � is the link cost of link ( � � � ).
The link cost may be set to one reflecting hop count or it may be set to
some other link parameter like latency, bandwidth, etc.

C. Routing information exchanged

Routing update messages are broadcast to all neighbors. Each packet
contains the address of the sender and a list of routing table entries,
where each entry specifies a destination, the distance to the destination
and the predecessor to the destination. If the MAC layer allowed for
transmission of reliable updates with no retransmission overhead (e.g.,
[19]), only incremental routing updates need to be sent. In this paper,
however, we assume a MAC protocol based on collision avoidance. To
avoid collisions of data packets with other packets caused by hidden
terminals, such protocols require nodes to defer for fixed periods of
time after detecting carrier [8]. Accordingly, sending larger control
packets does not decrease throughput at the MAC layer, because the
overhead ( "('#)+*-,('#) exchange) for the MAC protocol to acquire
the channel does not depend on packet size. Therefore, in the rest of
the paper, we assume that routers transmit their entire routing tables
when they send control messages. Control packet size may affect the
delay experienced by data packets in the MAC layer. However, as our
simulations show, this does not happen because the number of control
packets we generate is substantially low.

All data packets contain the source and the destination and are uni-
cast reliably by the link layer.

D. Routing-Table Updating

Routing tables are updated under two conditions, the first condition
being the receipt of an update message and the second condition being
a detection of a link status change.

D.1 Receiving an update

The processing of an update in WRP-Lite is done in the same manner
as in WRP. When an update from neighbor � is received, the entries in
the distance table corresponding to neighbor � are updated. The paths
to each destination are then recomputed. WRP-Lite sends updates only
if any of the following conditions have been met.
1. A node discovers a new destination with a finite and valid path to
the destination.
2. A node loses the last path to a destination.
3. A node suffers a distance increase to a destination.

From the above conditions, it follows that an update is not sent if a
next hop to destination changes. It is also not sent if the distance to a
destination decreases. However, an update is sent when the distance to
a destination increases, because this condition has the potential to cause
a loop.

Two more conditions are added to prevent permanent looping due to
unreliable broadcasts.
4. A node sends a unicast update to a neighbor that sends it a data
packet, if the neighbor is upstream from it towards the destination.
5. A node sends a unicast update to a neighbor that sends it a data
packet, when the path implied by the neighbor’s distance table entry is
different from the path implied by the node’s routing table.

In both these conditions, the data packets are dropped. Permanent
looping can occur when nodes are not aware of the latest changes in
their neighbor’s routing tables. The use of conditions 4 and 5 can be
explained with the help of an example shown in Fig. 1.a. The node
addresses are marked in bold font. Node � is the required destination.
The path to � implied by traversing predecessors from � is marked in
italics. Initially, all nodes have loop-free routes. The loss of links ( � � � )
and ( . � � ) and the loss of update packets from � and . can result in
a loop shown in Fig. 1.b. When � gets a data packet from � , it finds
that its distance table entry for � implies the path �/� , while � ’s own path
implies �0�/.%� which is different from �/� . Due to condition 5, the data
packet is dropped and a unicast routing update is sent resulting in �
setting its path to �1.%� . Now, when � gets a data packet from . , it
sends a unicast update to . because . is its successor on the path to
� . This follows from condition 4. When . gets the update, it detects a
loop and resets its distance to infinity, thus breaking the loop.
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Fig. 1. Creation of a permanent loop due to unreliable updates

D.2 Topology and Link-Cost Changes

When a MAC protocol can no longer send a data packet to a neigh-
bor, the link to the neighbor is marked with value infinity, and all the
distances are recomputed. If the path to any destination is lost, then an
update is sent.



When the routing protocol gets a link up signal from the neighbor
protocol, it broadcasts an update and includes the neighbor � in the
distance table with all distances through � set to infinity. One exception
is the distance from � to � through � , which is set to one.

III. PERFORMANCE EVALUATION

We ran a number of simulation experiments to compare the perfor-
mance of WRP-Lite against DSR. These simulations allowed us to in-
dependently change input parameters and check the protocol’s sensitiv-
ity to these parameters. Both the protocols are implemented in ,��#' ,
which is a C++ based toolkit that provides a wireless protocol stack
and extensive features for accurately simulating the physical aspects of
a wireless multi-hop network � . The protocol stack in the simulator
can be transferred with a minimal amount of changes to a real embed-
ded wireless router. The stack uses IP as the network protocol. The
routing protocols directly use UDP to transfer packets. The link layer
implements a medium access protocol very similar to the IEEE 802.11
standard [1] and the physical layer is based on a direct sequence spread
spectrum radio with a link bandwidth of 1 Mbit/sec.

To run DSR in CPT, we ported the DSR code available in the � ��� [7]
wireless release. There are two differences in our DSR implementation
as compared to the implementation used in [2]. Firstly, we do not use
the ������. �0� �!� ���	� listening mode in DSR. Besides introducing security
problems, this feature cannot be supported in any IP stack where the
routing protocol is in the application layer and the MAC protocol uses
multiple channels to transmit data. Secondly, the routing protocol in
our stack does not have access to the MAC and link queues, which is
the reason why we cannot reschedule packets that have already been
scheduled over a link for DSR. Table I shows the constants used in the
implementation of DSR.

TABLE I

CONSTANTS USED IN DSR SIMULATION

Time between ROUTE REQUESTS 500(msecs)
(exponentially backed off)
Size of source route header carrying 4 � +4(bytes)
carrying � addresses
Timeout for Ring 0 search 30(msecs)
Time to hold packets awaiting routes 30 (secs)
Max number of pending packets 50

A. Scenarios used in comparison

We compared the protocols using two traffic scenarios. In both sce-
narios, we used the “random waypoint” model described in [2]. In
this model, each node begins the simulation by remaining stationary
for pause time seconds and then selecting a random destination and
moving to that destination at a speed of 20 m/s. Upon reaching the des-
tination, the node pauses again for pause time seconds, selects another
destination, and proceeds there as previously described, repeating this
behavior for the duration of the simulation. We used the speed of 20m/s,
which is approximately the speed of a vehicle, because it has been used
in simulations in earlier papers [2], [3] and thus provides a basis for
comparison with other protocols. Two nodes can hear each other if the
attenuation value of the link between them is such that packets can be
exchanged with a probability � , where ����� . The attenuation value
between two nodes 1 and 2 is calculated using the following equation,

	�
�� $� � � ��� ��� 	 * 	�
 � ��� ��� 	 	 * 	�
 � ��� ��� � 	 * � 	 * ��� (1)

where
�

is the distance in miles,
� 	

is the height of antenna 1 in feet,�
� is the height of antenna 2 in feet (both set to 20) and � 	 is the gain
�

We thank NOKIA wireless routers for making CPT available for our study.

of antenna 1 and ��� is the gain of antenna 2 (both set to 3). Thus, at
a distance of 1 mile, the attenuation is 111 db. Attenuation values are
recalculated every time a node moves.

In both scenarios, we used a 20 node ad-hoc network, moving over a
flat space of dimensions 4.2 X 3.1 miles (6.6 X 4.8 km) and initially ran-
domly distributed with a density of approximately one node per square
mile. We have random data flows, where each flow is a peer-to-peer
constant bit rate (CBR) flow with an interarrival time of 250 msecs be-
tween data packets. The data packet size is kept constant at 64 bytes.
Data flows were started at times uniformly distributed between 20 and
120 seconds and they go on till the end of the simulation. The pause
times are varied: 0, 30, 60, 120, 300, 600 and 900 seconds as done in
[2].

In the first scenario, there are eight CBR sources, each of which es-
tablishes a connection with a randomly picked destination. All of the
destinations are different from each other. The results are averaged
over the three runs of the simulation with randomly generated source-
destination pairs.

In the second scenario, we use 16 CBR sources. Since we model
interference, our intention here is to see how the protocols perform as
the cross traffic increases. Given that the overhead of table-driven rout-
ing protocols is independent of traffic, this scenario will also reflect on
the scalability of the on-demand protocols. The results here are also
averaged over three different runs with 16 distinct destinations in each
run.

B. Metrics used

In comparing the two protocols, we use the following metrics:
� Packet delivery ratio: The ratio between the number of packets re-
ceived by an application and the number of packets sent by the corre-
sponding peer application.
� Control Packet Overhead: The total number of routing packets sent
out during the simulation. Each broadcast packet is counted as a single
packet.
� Hop Count: The number of hops a data packet took from the sender
to the receiver.
� End to End Delay: The delay a packet suffers from leaving the sender
application to arriving at the receiver application. Since dropped pack-
ets are not considered, this metric should be evaluated in conjunction
with the metric of packet delivery ratio.
Packet delivery ratio gives us an idea about the effect of routing policy
on the throughput that a network can support. It also is a reflection of
the correctness of a protocol.

Control packet overhead has an effect on the congestion seen in the
network and also helps evaluate the efficiency of a protocol. Low con-
trol packet overhead is desirable in low-bandwidth environments and
environments where battery power is an issue.

In ad-hoc networks, it is sometimes desirable to reduce the trans-
mitting power to prevent collisions. This will result in packets taking
more number of hops to reach destinations. However, if the power is
kept constant, the distribution of the number of hops data packets travel
through is a good measure of routing protocol efficiency.

Delay has an effect on the throughput seen by reliable transport pro-
tocols like TCP. Average end-to-end delay is not an adequate reflection
of the delays suffered by data packets. A few data packets with high
delays may skew results. Therefore, we plot the cumulative distribution
function of the delays. This plot gives us a clear understanding of the
delays suffered by the bulk of the data packets.

C. Simulation results

C.1 Scenario 1: 8 sources

Fig. 2.a depicts the results for control packet overhead. The behavior
of the protocols is very similar with WRP-Lite performing relatively
better at higher rates of movement and plateauing off at lower speeds,



while DSR performs better only for the case of no movement (pause
time 900).

In Fig 2.b, we see that the percentage of data packets received are
comparable for all both protocols, with DSR having a 2% edge over
WRP-Lite.

For the next two graphs, the results are shown only for the highest
mobility rate (pause time 0). Fig. 3.a shows the results of the distribu-
tion of hops taken by the data packets. This graphs depicts the notice-
able difference between the routes taken by packets in an on-demand
versus a table-driven protocol. Since WRP-Lite reacts to new links
coming up, we notice that most packets take optimum paths. In fact,
50% of the packets take more optimal routes with WRP-Lite.

The most dramatic differences are seen in the delay performance
shown in Fig. 3.b, which shows the delay in seconds on a logarith-
mic X axis. WRP-Lite has much better delay performance than DSR.
Besides taking longer paths, packets also get delayed because they wait
in buffers while routes are being searched for.

C.2 Scenario 2: 16 sources

This scenario of 16 sources was simulated with the purpose of eval-
uating the behavior of the protocols as the number of traffic sources
increases. We typically expect an on-demand protocol to suffer as the
number of traffic sources increase. As stated earlier, the graphs are av-
erages over three runs to prevent topology specific skewing of results.

Fig. 4.a shows the results for control packet overhead. We see that
DSR has an order of magnitude higher control overhead than WRP-
Lite. As expected, the control overhead of WRP-Lite does not increase
substantially due to increase in traffic.

Fig. 4.b depicts the results for the percentage of packets received.
The performance of DSR suffer at pause time 0, with only 47% of
the packets getting through to destinations, while WRP-Lite propagates
60% of the packets. For other pause times, the performance is very
similar.

Figs. 5.a and 5.b both show results for the pause time 0. In Fig. 5.a,
we see the hop distribution for the protocols, with WRP-Lite picking
the most optimal paths. The delay distribution in Fig. 5.b shows sim-
ilar results. Around 95% of the data packets are delivered within one
second by WRP-Lite, while DSR delivers only 70% of the data packets
within one second.

IV. CONCLUSIONS

Our work is a first step towards a more comprehensive evaluation
of the comparative performance of on-demand and non-optimal table-
driven routing algorithms. We introduced a version of WRP that pro-
vides non-optimum routes and used this as an example that table-driven
routing can be just as efficient as on-demand routing in ad-hoc net-
works. WRP-Lite behaved better than DSR, an efficient on-demand
routing protocol, in terms of hop distribution and delay, irrespective of
the amount of traffic; furthermore, WRP-Lite also had lesser control
overhead than DSR. This is because the protocol tolerates a certain de-
gree of non-optimality in routes by using path information available at
the routers.

A general observation that can be made is that in wireless networks
protocol performance is linked very closely to the type of MAC proto-
col used. For instance, in DSR if the MAC protocol sends packets in
bursts, we observe a lot more route error packets being sent in response
to bursts of packet traveling on invalid paths. In conclusion, the de-
sign of the routing protocol should take into account the features of the
lower layers in the wireless stack.
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Fig. 3. 8 sources picking random destinations for peer-to-peer flow for pause time 0
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Fig. 4. 16 sources picking random destinations for peer-to-peer flow
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Fig. 5. 16 sources picking random destinations for peer-to-peer flow for pause time 0


